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ARTICLE INFO ABSTRACT

Article history: The concept of optimizing energy efficiency in distributed systems has gained particular

Available online xxxx interest. Most of these efforts are focused on the core management concepts like resource
discovery, scheduling and allocation without focusing on the actual communication

Keywords: method among system entities. Specifically, these do not consider the number of

Distributed systems exchanged messages and the energy that they consume. In this work, we propose a model

Message exchange optimization
Energy consumption in distributed systems
Inter-cloud

to optimize the energy efficiency of message-exchanging in distributed systems by mini-
mizing the total number of messages when entities communicate. So we propose an effi-
cient messaging-exchanging optimization (MEO) model that aims to minimize the sum
of requests and responses as a whole rather than only the number of requests. The view
is to optimize firstly the energy for communication (e.g. latency times) and secondly the
overall system performance (e.g. makespan). To demonstrate the effectiveness of MEO
model, the experimental analysis using the SimIC is based on a large-scale inter-cloud set-
ting where the implemented algorithms offer optimization of various criteria including
turnaround times and energy consumption rates. Results obtained are very supportive.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, users have increased the scale of the distributed systems due to the increased resource utilization. Clearly,
the increased sum of messages that are exchanged between users and system entities have led to an increased energy con-
sumption. Current solutions are focused on the optimization of the performance measures (e.g. resource discovery and
scheduling) without focusing on the benefits that may derive from the introduction of a new message exchanging approach.
This affects the amount of messages sent and received with regards to the energy consumption of nodes. This area empha-
sizes an increasing trend that shifts the focus from improving performance to optimizing the energy efficiency and perfor-
mance of the system as a whole [5,8]. By planning an energy efficient computational model along with performance
optimization we can reduce the consumption rates while at the same time increase the user satisfaction. In distributed sys-
tems, the performance includes the computational metrics (e.g. execution times) while the energy efficiency includes con-
sumption of the interacting nodes.

Our contribution is by improving the energy consumption rates based on the minimization of the sum of messages that
are exchanged during the resource management phase. We define as message exchange in distributed systems the commu-
nication among entities (nodes). To achieve this, we introduce a novel message-exchanging optimization (MEO) model in
[18] to optimize performance of distributed systems. In addition, we focus on the energy efficiency and we present the
performance evaluation of our approach in this direction. Current efforts include various nodes communicating with each
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other in order to request for services by sending messages, however without considering the number of messages. We start
with a related works section (Section 2) to present current approaches to and challenges in message exchanging in distrib-
uted systems. Based on this analysis, we conclude with a critical discussion of the key characteristics for messaging.

To demonstrate the message approach in a real-case scenario we implement an inter-cloud facility, where various ser-
vices are submitted from users to clouds for execution. In Section 3, we present our message-exchanging optimization
(MEO) model with a specific focus on how to optimize the performance and the energy efficiency of job distribution. We
illustrate the mathematical representation based on graph theory in order to determine relationships and structures of nodes
(entities of the distributed system). In Section 4, we present the algorithm pseudo-codes to show the processes of message
exchanging along with the performance measures. The rest of the paper is organized as follows; the configuration of the set-
ting and the inter-cloud cases (Section 5.1) are included in the simulation toolkit (SimIC) that implements the algorithms
(Section 5.2) and produces the experimental results (Section 5.3). The study concludes with a critical evaluation and discus-
sion of future work (Section 6).

2. Related works

Currently, most message solutions are focused on the number of packets that are moved among processors of clusters and
grid settings. In such cases the Message Passing Interface (MPI) [11] has been introduced as a portable message passing stan-
dard. The MPI is related with the point-to-point communication and the collective communication approach. The first case
(point-to-point)includes that the processor of a node sends a message to another along with some data. MPI processes are inde-
pendent and they communicate to coordinate a job submission, so messages are sent between two processes. The actual oper-
ation includes that one process sends a message to another one that receives it, and then it replies to the sender. A typical rule is
that for a point-to-point MPI case the number of messages that are sent and received should match (one receive per send).

Each message contains a number of properties that include the actual data, the data type of each element, the number of
elements, a message tag, and the ranks of the source and destination process [1]. This kind of exchange could occur in syn-
chronous or asynchronous mode. For instance, the synchronous mode includes the sending of complete information while
the asynchronous contains data regarding the time that the message left from the first process. In addition, asynchronous
allows high dynamicness of the system, so it could be applied successfully for cases of variable workloads [12]. Point-to-
point has been considered as a flexible method for messaging, however for a large number of processes the sum of messages
will be high; a fact that affects the overall system performance. This shortcoming is based on the request to response model
and includes that for each request a process should always reply.

A different approach is the collective communication that involves the transfer of many processes at a time; so, we could
have coordinated communication of a group of processes. The solution increases the design complexity as it encompasses
the synchronization of processes. Nevertheless, it is a more advanced approach which in operation could be applicable for
larger scale distributed infrastructures. The collective communication is always synchronous in the sense that collection will
not be completed until all MPI nodes reach the same point [19]. In general, by using broadcasting named as “broadcast call”
one node sends a message to all nodes of the group. The “reduce call” procedure is called by the MPI at the end of the process
for collecting information from all nodes’ processors and stores the result on one node [2]. The collective functions follow the
basic MPI requirement that denotes that the amount of data sent should match the amount of data as specified by the re-
ceiver [15], thus this makes it an inflexible solution.

For the collective communication procedures, a variety of different routines have been introduced to implement different
communication patterns [11]. This includes AllToAll, AllGather, BCast, Scatter and Gather, AllReduce and other functions. Ini-
tially, the AllToAll model allows complete information distribution among all the node processes of a group [19]. This model
forms the basic communication pattern that is used from most distributed systems, see, [22-25]. This is because the focus of
such systems is on the scheduling aspects rather than on communication. Based on that, we also focus on utilizing the All-
ToAll solution for our experimental analysis. AllGather, on the other hand, collects processes and then broadcasts (BCast) to
each conducted node. However, as the number of nodes increases, the performance is compromised due to the congestion of
network resources. Finally, the Scatter and Gather method allows collective processes to be distributed in a different process
and gather again back to the origin processor. A different view of messaging could include the network algorithms for min-
imizing the network bottleneck.

A number of theoretical models have been developed in order to avoid network congestion [1], however from the per-
spective of packets that are exchanged among network entities. For example, the spreading simple algorithm allows a node
to send data to node as node (p + i) where p is the process and i the iteration and, receive data from node (p — i+ N) mod N
(where mod is the division modulo) [1]. A different approach called the ring/bucket/circular algorithm is presented in [3].
Specifically, at each iteration i a process p sends data to a node with an index (p —i+ 1+ N) mod N to the right neighbour
on the list. The recursive doubling algorithm [19] requires less time as the number of total transfers is reduced. The MPI
makes use of the MPICH [11] (MPI Chameleon) to recursively reduce the number of messages by utilizing a criterion: when
the number of processes is a power of 2 it uses recursive doubling for small message sizes. Next, for the rest of the messages
(large size) it uses the ring algorithm to achieve message dissemination. However, this solution is aimed at small-scale [9]
based parallel computing systems. Steffenel and Jeannot [2] propose that most of these algorithms have been designed for
homogeneous and tightly coupled systems.
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In the case of high heterogeneous and de-coupled settings (e.g. grids and inter-clouds) solutions divide network into hier-
archies. The MPICH-G2 [14] presents algorithms to gather data up the hierarchy using recursive doubling and then broadcast
these data by binomial broadcast (according to a probability factor). Similarly, the MagPle presented in [4] includes a three-
stage algorithm to first AllGather data at coordinators; second gather data among coordinators and, third broadcast data by
coordinators using, again, a binomial broadcast. The major drawback is that it follows static network hierarchical schemes in
modelling decisions [10]. In addition, data transmission is repeated at coordinators thus keeping bandwidth values in high
layers of hierarchy in low levels [1].

Gupta and Vadhiyar [1] illustrates an algorithm that is network topology aware and adaptive to various network loads.
This solution follows the transient clustering of nodes based on network characteristics. In contrast, Steffenel and Jeannot [2]
focuses on an alternative algorithm for minimizing the number of steps through a wide-area network. They also claim that
the reduction has a direct impact on the performance modelling by minimizing the factors that directly interfere with the
wide-area communication. Although efficient algorithms have been developed for specific networks, a generic model for het-
erogeneous and decoupled nodes has been proven to be complex to design. This is because of the dynamic nature of the re-
sources. An important requirement to be considered is the time-centric information processing and the levels of elasticity
and scalability that are required from the jobs. Fig. 1 demonstrates the relationships between various algorithms and ap-
proaches discussed.

Today, large-scale systems, e.g. inter-clouds, utilize the notion of the resource manager in order to achieve the dynamic
capabilities. Specifically [16] presents meta-scheduling solutions by allowing communication to be implemented in terms of
message exchanges. However, most of these approaches aim at decentralized, heterogeneous, decoupled, and transparent
systems, where entities exchange messages in an AllToAll fashion. Others, like [16], utilize a common negotiator as an inter-
face where jobs are placed in a kind of advertisement and, resources bid by sending back messages. In our work, we intro-
duce a novel message-exchanging optimization (MEO) model for inter-cooperated infrastructures. We suggest that by
minimizing the sum of messages sent and received we can enhance both the performance measures and energy efficiency.

Our solution highlights the shortcomings of the point-to-point MPI, e.g. for a large scale of processes the number of mes-
sages will be extremely high. This affects the overall system performance because for each request a process should always
reply. Also the MPI collective approach leads to a similar limitation: the number of sent and received data should be the same
at the collection point. Other solutions, like BCast, AllGather, etc., represent approaches to send messages and not how to
receive. Finally, the messaging as applied to meta-scheduling systems includes heuristic criteria [21]. Such systems encom-
pass AllToAll methods that send messages or use heuristic algorithms to reduce the number utilizing opportunistic criteria.
In such cases the responders collect requests and reply back with positive or negative replies. Other works, as in [13], focus
on interoperable agents, which travel in settings and capture resource information regarding their action domain so they
update the internal data of nodes. However, this is considered as a heavy solution due to the increasing agent size.

In contrast, we propose the MEO model to minimize the sum of requests and responses as a whole rather than only the
number of requests. Our work is related to message exchanging in large-scale infrastructures (grids and inter-clouds) so we
consider the method of collective pattern solution as the most appropriate. This is because it involves complete exchange for
one-to-many nodes as happens in a distributed system. Specifically, we propose that number of responses could have a vital
role in the overall optimization of energy efficiency. The next section presents our proposed MEO model.

3. MEO: the energy-aware message-exchanging optimization model

In distributed systems, each resource has a component named as a distributed resource manager that optimally and effi-
ciently assigns jobs to local resources for allocating computational units. The jobs are exchanged in terms of messages that
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Fig. 1. The relationships of message passing and network bottleneck algorithms.
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are sent and received among inter-connected nodes in order to find capable resources for execution. In contrast with most of
the current research focused on the optimization of resource management aspects (e.g. performance of resource discovery
and scheduling) we focus on the communication process.

We focus on the effect that could be achieved when reducing the sum of messages in terms of performance and energy
consumption. A vital concern to address is the actual topology of the system and the level of the depth that topologies could
have. This issue emerges new challenges that are associated with the number of resources that constitute an interoperable
system [7]. We characterize the whole message model to base upon a time-centric solution; where a decentralized topology
of distributed resource management components allows extensive message requests (messages sent) however during reg-
ular time intervals. This allows us to address the NP-complete distribution problem. MEO comprises of two phases namely,
the Centralized Message Phase (CMP) and the Decentralized Message Phase (DMP). Fig. 2 demonstrates the centralized and
decentralized phases as executed during the message distribution.

The DMP allows us to model a realistic large-scale setting that increases the opportunity for resource discovery and allo-
cation as more and more resource managers communicate within specific time frames. In this way, MEO is expected to assist
the overall resource management phase (resource discovery, scheduling and allocation). This involves messages that are ex-
changed at different time instances, as well as considering deadlines for job executions with regard to the problem specifi-
cation. MEO defines the complete group of processes that illustrate both phases (CMP and DMP) and we demonstrate each as
follows:

e Step 1: The CMP starts when a number of jobs are submitted to an entity that becomes the requester. Each job contains a
set of requirements that are organized as properties regarding time intervals (e.g. waiting time, interval, etc.) and com-
putational units (CPU, memory, bandwidth, etc.).

e Step 2: The requester stores each job received in a list. Each list row has a message with key characteristics including the
deadline and the length of job as a measurement for calculating resource availability on remote resources.

e Step3: The requester defines the deadline that its related interval limit and the size of the list (e.g. for big lists the deadline

could be higher as the time needed to be transferred is higher). This also defines the cost of communication among enti-

ties. So a small deadline could result in a small number of job submissions, while a large one could lead to a heavy
submission.

Step 4: The requester collects addresses of inter-connected nodes from a catalogue. These nodes will become the respond-

ers in the communication. The study assumes that these are stored in a local profile.

Step 5: The requester sends the list with jobs as a message along with data requirements (e.g. deadline, job length). In

addition, the message includes the ranking criteria (e.g. turnaround, energy consumption level); so all the responders will

use the same classification levels for fair selection. It should be mentioned that identifications and tags define each mes-
sage. During communication, the tags are set to unique values in order to characterize the group of messages.

Step 6: The responder collects a single request (i.e. the list along with data) and performs an internal resource availability

operation according to the ranking criteria. Then it classifies jobs and generates a new temporary list.

Step 7: Each job is ranked according to a function and a decision is taken with regards to job availability in requester

resources.

Step 7a: In case of full job availability (CMP includes that each job on the list can be executed locally) the responder gen-

erates a list with jobs.

Step 7b: In case of non-availability (e.g. responder can execute none or few of the jobs contained in the list) the requester

initializes DMP. This implies a further job distribution, however in an updated time frame. This will loop steps 1-6.

Step 7c: In case of non-availability because of an empty responder profile (e.g. resource is the actual terminal) the message

is finished instantly. Therefore, responses are not sent back.

Step 8: The new list is created with jobs and rankings in a descending performance order of rankings. This forms the cri-

teria for selecting jobs at the next resource management level. In the case that the DMP responder acknowledges that the

job(s) will be executed on a remote machine, it redirects messages to inter-connected nodes. All messages are assigned
with updated time deadlines.

Step 9: The lists are collected from the requester that compares and classifies jobs by using the desired ranking criteria.

This includes unique jobs that are now assigned with an identification of the selected resource for allocation. The decision

defines whether a remote resource will be accepted as the host for job execution or not.

CMP
The | A AN N
MEO
model DMP

Fig. 2. The CMP and DMP phases.
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e Step 10: The procedure ends and each job is sent to the local or remote resource.

The next sections detail the CMP and DMP communication method for message distributions by focusing on messaging
tagging.

3.1. Centralized Message Phase (CMP)

This is the first level of message exchanging. Let us assume that a central entity collects job requests in the form of mes-
sages from all other sources (e.g. a user). Each job request contains a list of requirements. To identify resource availability for
job allocation and execution, the central entity must send job messages to any inter-connected entity. Inter-connected enti-
ties collect the job messages, check for availability and in cases where more than one job requests are contained in the same
message, inter-connected entities also rank (in terms of preference) each job contained in the message list. The ranking list is
sent back to the central entity if there is resource availability. In case where no availability exists in a remote entity the pro-
cess is terminated instantly and responses are not sent back. In this way we reduce the number of messages sent back with
the central entity receiving ranked positive responses only.

The central entity sends jobs by (a) waiting for an interval call (a time frame to elapse) or (b) reaching the number of jobs
in the list. Collected jobs are ranked according to a performance criterion and jobs are ready for allocation to different re-
sources. Fig. 3 shows the CMP and the interactions of a central entity with three responders. We characterize CMP as acting
similar to a centralized computing system where the nodes have complete knowledge of all resources. This includes that jobs
are about to be executed only from the inter-connected resources. In other words, the CMP decision-making becomes the
centralized component for identifying resources and planning resource management.

Fig. 3 shows that the Entitygeq (central entity) forms a list that will be forwarded to entities Entityges (remote inter-con-
nected entities). Then it assigns a tag and a value (e.g. tag = u) that is the same for each submission. Inter-connected entities
(e.g. Entityges) receive a message with the specific tag and perform an availability check for each of the jobs in the list. This
includes the ranking of jobs so a new list is formed containing the jobs in a descending of performance measures (e.g. highest
performance rate is placed first). In case of non-availability (e.g. list is empty) the request is terminated, thus a response is
not sent back. In any other case the Entityges reforms the list and sends back its response. The Entitygeq collects jobs by iden-
tifying the tag value (tag = u) and performs the global ranking (based on different performance functions, e.g. energy cost).
Finally, jobs are assigned to inter-connected Entityges using a different tag denoting the next resource management step (job
assignment and allocation).

3.2. The Decentralized Message Phase (DMP)

The second phase is triggered when messages during CMP could not lead to the central Entitygeq assigning all jobs to any
inter-connected Entityges. In this case, messages are forwarded to a second level of remote resources. These are resources
that are inter-connected with the initial requesters. Fig. 4 shows the interactions between the two levels of entities. Specif-
ically, the first level is the entities that are directly related with the requester (centralization), and the second level defines
the possible remote sites (decentralizations).

DMP details the distribution of jobs based on contacted entities decision-making processes. This implies that in case of
non-availability of first contacted entities, a request could be further distributed to other remote resources. By assuming that
there could be different levels of responding nodes, the possibility for further dissemination is increased. This is also based
on the fact that entities could be part of different virtual organizations or collaborating groups. In general, decentralization
offers a variety of advantages such as interoperability and heterogeneity management along with increased resource avail-
ability (elasticity factor). However, this involves complex topologies of entities. Nevertheless, we use timing and timestamps
in order to control the job spreading.

DMP extends CMP. In DMP Entitiy},_ges is transformed to an Entityy, req and forwards a request to its inter-connected re-
sources (e.g. Entity. ges) that is initially unknown and unreachable to the Entity, req. In this way we ensure that jobs are for-
warded in terms of messages that are exchanged in a total decentralized approach. It should be noted that MEO model is

Request tag=u Check
“hec
Respond if tag = u ENTITY pes availability() Else: Terminate
If: Set tag=u
Request tag = u
Q 4 - £ Check
ENTITYgeq | Respond if tag = u ENTITY res availability() Else: Terminate
[ If: Set tag=u
Request tag =u Check
> “hec
! Respond if tag =u ENTITY ges availability() Else: Terminate
If: Set tag=u

Fig. 3. The Centralized Message Phase.
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Fig. 4. The Decentralized Message Phase.

based on time-centric criteria, thus each message has a set of intervals. When the initially defined time frame has elapsed an
instant termination of message is denoted. Based on Fig. 4, a list of jobs is distributed to the first level of entities as happened
with CMP. If availability exists, then the updated list is sent back to requester using the defined tag (tag = u). In case of non-
availability of jobs execution the contacted entity (Entitiyy, res) forwards the request to remote resources (e.g. Entitiyy ges)
and sets a new tag.

At this time instance the procedure is forwarded to the remote entity (Entitiy}, res) that executes initially the CMP to iden-
tify local resources, and the DMP in case of non-availability. In a similar vein, the same procedure is followed until the end of
the initially defined interval. For each further distribution we set a new interval that is lower than the initial requested. This
is because we take into account the communication delays and the time needed for decision making at the first level of en-
tity. During exchange of the rankings, criteria are configured to the same performance measures of the requester in order to
have a fair resource selection strategy. Next we detail the mathematical representation of the aforementioned discussion.

4. Mathematical representation of MEO

We detail the mathematical representation of the energy efficient MEO model that includes the CMP and DMP using
graph theory. Let us assume that there is v; € V, where V={vy,1,,...,7,} are entities of a distributed system that constitute
the message-exchanging nodes. Each node has an uptime value v,, and {v,, € R|v,, > 0} that defines its operational period
(in ms). The graph G = (V,E) is an undirected graph with nodes v, € Vand v, # v,+1, etc. If 2, communicates with 2.1 a trail is
created between nodes called w,. In our case we aim at a directed graph as nodes communicate with different orders, thus
Whp.n+1 1S considered as a walk that connects v, and n,.1. In a similar way, wy.1., is considered as a walk that connects n,.; and
v, Each v, contains a profile f, where v, € f;,, so n, and n,., are inter-connected nodes,

Unit

e We define a list f, = : to contain the entities v,.4,..., %, as the addresses of nodes to send messages.

v,
Suppose that a request r, € I‘évq, and Rq = {ry, r3,...,1p} is submitted at a time instance t; and {t € R|t > 0}in an entity 2, The
entity defines an interval int, that expresses the waiting time (deadline) and {int, € R|int, > 0}. The entity also defines a
maximum size of the file as s, and {s € R|s > 0}. Each list that is generated by v, contains a number of data d, € D and
D={d;,d,,...,dg} that are organized in an array with respect to the message identification. The d, contains the job
specification and the interval that it could vary for each job. Thus, each message m, € M, and M = {mq,ms,,...,m;} where
mg = [Lg, tagy] and L, is the list of the message with tag, as the tag value of the message.

d] j] int1
e Wedefinealist L, = | : | to contain the data of a message where s defines the size of the listand d; = y , where j
d, Jsintq

is the last job with interval int,.

e We define as jr= [clocks; cpifcoresybwy, hy] as the basic metrics for calculating performance (h represent the requested
hours).

Let us suppose that the message sent to a recipient v,+; with a delay dl, and {dl € R| 0 < dl, < int,}. The node 7,.; executes a
ranking function according to a performance measure. For example, this is related with information extracted from j; and dl,,
and for the case of the total time taken between the submission of a job for execution and the return of the complete output
it is defined by the turnaround ranking formula. A more detailed discussion on ranking measures will be presented in the
next sections that include the variety of measures and metrics.

instTiop, CPLiop.
Jo b, .

i Job; . + lntjob,-
clocks;ep, cores;op, 10 cloud

TurnaroundRanking (job;) = {

The response message is m, € M where my, = [Ly,tagy].
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Jk
e We define as list L, = | : [ where ji is the first ranked job and jj is last ranked job of the L.
Ji
e We define as ji = [perfi,udl,] as the basic metrics for calculating performance where udl, is the updated delay {udl, -
€ R|0 < udl, < dl,} that includes the decision making time frame of the requester.

In this case the trail w;.;+; defines the distance of the requester and responder thus w;,.,+1 = dl,. The requester collects mes-
sages and ranks jobs according to a function called RankReq(L,) function. Then each job ji is associated with a resource, e.g.
vn+1. Specifically, the RankRes(Lb) defines the minimization of the performance criteria. Usually, this is related to the origin of
the use case, e.g. turnaround times or energy efficiency. The latter implies that the initial performance parameter is related to
the energy consumption of a resource manager. Table 1 details the list of notations.

Based on this discussion we present lemmas to address the following:

e The trail calculation in a bidirectional graph.

e The message number calculation of MEO.

e The energy-aware message-exchanging model optimization.

e The message timing justification.

e The message distribution.

e The energy-aware message exchanging costs (message size and delays).
e The energy-optimization of MEO.

The lemmas show the performance of the energy-efficient MEO model is always equal or better when compared to the All-

ToAll approach for the specification discussed in the lemmas. In addition, we have defined the costs of communication in
terms of message size and delay.

4.1. Lemma of trail calculation

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that v, is the starting point and ¢, is the
ending point with v,, # 0 and v,,,, # 0. We assume that there is at least one path from v, to 7., if and only if v,.; € f,. For

Table 1
List of message-exchanging notations.
Notation symbol Description
Vv A set of nodes
eV A node
Whin+1 A trail between nodes
Ly, A node uptime value
fa A profile of v,
Rq A set of requests
m € Rq A request
ta A time instance
int, An interval of node,
Sq The size of the message
D A set of data
dy A dataset with job specification
M A set of messages
mg A message
L, A list of data
w The size of the L,
k The index value of the best job (jx)
tag, A tag value of the message
Jr The job representation
clocksy The job clocks (mhz)
cpis The job cpi
coresy The required cores
memoryy The memory
storages The storage
bwf The bandwidth
dl, The delay to reach a recipient
RankRes(L;) The ranking function at receiver
perfy The performance value
udl, The updated delay
RankReq(Ly) The ranking function at requester

1 The size of Ly
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each message m; € {my,m,,...,my} that is sent from entity v, to v,+; a trail is created with weight w,, ., ,. Then for all w,,.,, ,
in a directed graph formation there is a bi-directional weight that is calculated as follows:

dl, +udl, : if RankRes(L,), ALy = &
(2 x dlg) +udl, < int, : if RankRes(Ly) — Ly # & and Wy, = Wy, 0,
Z=Uny1

Wy, =4 2 dl+udly <int,: ifRankRes(Ly) — Ly # & and Wy,u,., # Wy, .,
Z=vn
z=v; z=v;
ZdlZ + Zudla <inty : if RankRes(Ly) — Ly # & and Wy, # Wy,
z=0y z=0y

Proof. Let di, to be the distance between v, and v,+; and v,,, v,,,, # 0. We assume that there is at least one path if v,.; € f;
then the sum of the delay dl, and the udl, is the total weight of the path as the return of the RankRes(L,) as defined by the L;, is
an empty set (in other words there is no job execution availability). In contrast if the RankRes(L,) returns an L set, then the
weight equals to the dl, multiplied by 2 (if dl,,.,,., = dly,.,.»,) as it includes a request and a response message transfer.
Finally, we add the value of the udl, the decision making delay of the ..

In case where dl,,.,,., # dl,,.,.,,, the sum of the delays and the udl, define the weight of the path. In particular the int, is
always greater or equal to the weight as it represents the deadline for the message distribution where v,, > int, and
Vy,,, > int,. In other words, if the int, becomes greater than the weight of the path the message is terminated. At last, the
addition of the sum of the delays (dl,) and internal decision making (udl,) for a multi-level distribution case will give us
the value of the total delay that is always lower or equal to the int, for a non-message termination case.

4.2. Lemma of message number calculation of MEO

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that #, is the starting point and 7., is the
ending point with v,, # 0 and v, , # 0. Suppose that w,, ., , # 0 then the number of sent messages (SM) during exchanging
is calculated as MSygo = # + 1 and, 6 # 0 where 7 is the maximum number of messages forwarded from requester and 0 is the
factor of availability defined by the v,.; as derived from RankRes(L,). Specifically the last operator generates the L, that is the
list of job availability in ;1. The 0 value is calculated as 0 =  where e is the size of the received messages if the list Ly is not
an empty set thus [ # 0.

Proof. Let wy,.,., #0,0+#0,1+# 0 and v,,,0,,,, # 0 then the size of the list L, defines the capacity of the ., to reply back
that is formed according to the RankRes(L,). In this case the maximum number of jobs is set to . Then the 0 factor equals the
number of messages sent divided by the number of messages received (based on the I value). Then the overall value of
messages is the sum of sent messages from the requester to the division of sent from responder expressed by the .
capability and described by the 0 factor. We define | # 0 as in any other case (e.g. | = 0) the message is terminated, as there is
no job availability.

4.3. Lemma of energy-aware message-exchanging model optimization

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that #, is the starting point and ¢, is the
ending point and v,, # 0 and v,, , # 0. Suppose that w,,.,, , # 0 then the number of sent message (SM) by using MEO is al-
ways lower or equal to the AllToAll collective approach. Thus, the performance of the MEO is always equal or better when
compared to the AllToAll approach. In case of § < # and [ # 0 and the value of 6 > 0, MEO performance is continually improved
than the AllToAll approach.

Proof. Asw,,.,,,, # 0a trail among v, and .1 (v,, # 0 and v,,., # 0) thus this designates that at least one message has been
sent. The AllToAll MS is calculated MSautoan = 2 x # while the SM of MEO is SMugo = # + 7. As the hypothesis includes that
6 #0 then if I=5, for all contacted ¥pi1,%ns1,...,Vnw (W is the last node of the f, list that can offer availability)
SMairroan = SMmeo. However, if [ <7 and [ # 0 the value of 0 > 0 thus according to lemma 4.2 the SMajitoan > SMmeo. So, we
define Perfus, ., ., = ys— and Perfus,,, = g5 then we conclude that Perfus,,, > Perfus

all-to-all *

4.4. Lemma of message timing justification

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that ¢, is the starting point and v, is the
ending pointand v,, # 0 and v,, , # 0. For each message m; € {my,m,...,m,} that is sent from entity v, to v,+; and vice versa,
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after the ranking operation where [ # 0, the total delay time is formulated as int,, > d,, +d,, , + udl,, . We propose that in
a MEO model the interval time is always greater or equal to the sum of the delays in order to have message replies.

Proof. According to lemma 4.1, w,,.,,,,, Tepresents the weight of the path with respect to the delay of the communication
link. Thus, in this case d,, < inty,, dy,., < int,, and udl, , <int,,.If the sum (dy, + dy,., + udl,, ) is greater than int,, then a
message is terminated immediately. So, as [ # 0 the sum of delays is required to have a lower value than the total interval
time based on our hypothesis that includes that a response is sent if and only if there is availability and the time interval has
not been surpassed.

4.5. Lemma of message distribution

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that v, is the starting point and connected
with v, that is further connected with v;,., as a finishing point and v,, # 0, v,,,, # 0 and v,,, # 0. For each message m; -
€ {my,my,,...,m,} that is sent from entity ¢, to v,.; and forwarded to 2., the probability of succeeding availability is decreas-
ing through time. That is to say that P(#+1) > P(vy+2) > - - - > P(v;) for a given interval when uld,, < uld,, , < uld,,.», etc., so the
probability to find a resource on time tends to decrease with respect to the initial chosen interval of the requesting entity.

Proof. Let wy,4,, #0 and wy,,.p,., #0, with v, #0, vy, #0 and v, ,#0, so there is a trail with
Wonitma = Wopn, + Wop,,, and Wy, # 0. d,, defines the delay of the channel to reach v,+; and the d,,., the delay of the
channel to reach u,.,. For a non-message termination case, and if we assume that d,, ., , =d,, .., We have

inty, > (dy, +d,,+1) x 2. We define as possibility of an entity #,.; the division of dc”tgie‘f‘ where coef is a coefficient value

defined by the entity (e.g. int,, ). The coef is set to the same value by the entire pool of entities. However, as time increases, and
d,,., #0, the d,, > (d,, +d,,.1). Thus we conclude that P(v,.1) > P(tps2) > - - > P(13), 50 P(d2t) > P(dmi2) > ... > p(d); this

coe) coef coef
encompasses that as the number of further disseminations increase the possibility to meet initial deadline is decreased as
well.

4.6. Lemmas of energy-aware message-exchanging costs

4.6.1. Message size cost
Let G(V,E) be a directed graph with non-negative edge weights, and suppose that v, is the starting point and 7.1 is the
ending point and v,, # 0 and v,, , # 0. For each message m; € {my,m,...,m,} that is sent from entity , to ,.; and vice versa
after the ranking operation the size cost of communication is related to the size of each message sent and received divided by
the capacity of the communication channel (c-the bandwidth) as given by the following formula.
CostSizeyro = Sst S

UniUniq

We propose that the costygo of the MEO operation offers always lower or equal cost results when compared with the
COStalIToAll

Proof. Let w,,.,, , # 0 (v,, # 0 and v,,,, # 0) thus there is a trail from v, to v,.1. The cost operation defines the sum of the

file sizes ss and s, where s, < s divided by the channel bandwidth. Thus if s, = s; as happened in the AllToAll case, the cost,y_¢o-

all = 2 x Ss. In contrast, if s, > s; then 2 x s; > s + s.. We conclude that CZX—SS > 245 In this case costayroan > COStyeo and this
Unitngq

vnivg

validates that if s, > s; then according to lemma 4.4 MEO offers always lower costs results.

4.6.2. Message delay cost

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that v, is the starting point and 2. is the
ending point with wy, ,, , # 0, int,, # 0, v,, # 0 and v, , # 0. For each message m; € {my,m5,...,m,} that is sent from entity
v, to v+ and vice versa after the ranking operation the delay cost of communication is related with the delay of each mes-
sage to reach and return from a recipient divided by the interval time int,, as defined by the v, entity where v,, > int,, and
Uy, > Nty .

n+
int,,

<l

CostMessageNumberz, =

We propose that as the interval increases the cost of the delay function decreases and based on lemma 4.2 it offers lower
costs ifn # n + % and 0 # 0. Especially, if dl,, ., , = dl,_,,.,,, the Z?:ndlyi > Zg’:nﬂdlw. thus the delay cost function can be rep-
resented as follows.
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Z:’Lndlvi + E?:nﬂ dl”i
int,,

CostMessageDelay,;:, =

We propose that the delay cost function can represented in terms of the sum of delays where the MEO solution always offers
better performance with lower cost values compared with the AllToAll approach if 37 dl,, > S0, ,dl,,.

Proof. Let wy,.,,, # 0 (vy, # 0 and v,,,, # 0) thus there is a trail from v, to v,.,. The cost operation defines the sum of the
delays to reach recipients in addition to the sum of delays for messages returned (in case of availability) divided by the
interval that represents the coefficient value of the requesting entity. Thus if # # # + 1 there is at least one responder that
does not reply thus n > 0 and if dl,,.,,,., = dly, ., the 37 dl,, > S0 dl,,. If we compare this with the AlIToAll message-
exchanging, we conclude that in the former case > dl,, = 3} ,,.1dly, and since 7 dl,, > 37 . dl,, (lemma 4.2) the cost
of the delay using MEO is always lower.

4.7. Lemmas of energy optimization

4.7.1. Message path energy optimization

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that v, is the starting point and connected
with ., that is connected to v,., etc. The connection continues to node v, that forms the ending point and v,, # 0, v,, , # 0,
Vy,,, #0,...,0, # 0. For each message m; € {my,m, ..., m,} that is sent from entity v, to v, and forwarded among interme-
diate entities and int,, > 3 {*, d; the best message distribution path is defined by the minimum of the sum of the costs for
paths from 7, to v,+1 to Uy, etc. as defined by lemma 4.6. In other words, the minimum function f{x) that calculates the cost
Cu,:0, defines the best path where c,,.,, defines the bandwidth of the channel from v, to .

Proof. Let w,,.,, # 0 so there is a path among v, to vy. In particular due to the decentralized nature of the setting this could
include multiple paths of the same message to reach the final destination where each message my has a total delay less or
equal to int, according to lemma 4.1. Thus, different requests from remote resources are ranked (to the host location)
according to a best path selection of the cost measures. In the case of int,, > Z{’;U"d there is a possibility for job allocation to
a remote location, thus the lowest cost value defines the best trail based on the selection of the cost function f(x) that it is
either related to the costyo or the total delay as follows.

Costyeo = 25—, if x = size

min|f (x)] = { #s
Fl Z dl, + udl,, if x = delay

Z=Un

So, we conclude that the best path optimization for multi-level messaging is defined by the minimum cost operation.

4.7.2. Energy consumption optimization

Let G(V,E) be a directed graph with non-negative edge weights, and suppose that v, is the starting point and connected
with ., that is connected to v, etc. The connection continues to node v, that forms the ending point and v,, # 0, v,, , # 0,
Vy,,, #0,...,0, # 0. For each message m; € {my,m,...,m,} that is sent from entity v, to v, and forwarded among interme-
diate entities the energy consumption of the MEO approach is related with the cost message delay operation and given by
the following formula.

watts x CostMessageDelay
1000

We propose that the consumption rates in MEO are related with the cost of the delay function, as this is the consumption
frequency in terms of timing, so based on lemma 4.5 MEO offers optimized consumption rates.

ConsKW =

Proof. Let w,,.,, # 0 so there is a path among v, to vy. If  # n + % and 6 # 0 we assume there is at least one node that it does
not reply back thus # > 0. If we compare this with the AllToAll message-exchanging, we conclude that in the former case

1 .dly, =30 .4dl, and since in MEO o dl, >0 ,dl, (lemma 4.2) the cost function is MEO consumption

i=n+1
MEO
n 0 n 0
x—nd’”i+2i—71+1dl”i > i—nd’”i+2i—yr+1dl”i
int,, int,,

all—to—all
). Thus the energy consumption rates will be optimized as well and that

forms what we wanted to show.

It should be mentioned that the cost of communication could be calculated either by the size of the message or the delay
of the communication link according to the configuration of the requesting entity. Next, we focus on the algorithmic struc-
ture and the ranking operations.
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5. Use case scenario of inter-clouds

To demonstrate the messaging model we develop an inter-cloud case study. Specifically, an inter-cloud is an inter-collab-
orated setting of sub-clouds that exchange services in order to increase service elasticity [20]. In inter-clouds, a distributed
manager is named as meta-broker and is responsible for service distribution and decision-making by having spontaneous
knowledge of the environment. Here we employ this infrastructure in order to implement the MEO approach. Specifically,
we associate meta-brokers with entities that exchange messages in order to allocate resources as in [6]. We present the con-
ceptual design of the inter-cloud and its association with the MEO approach based on the implementation of algorithmic
pseudo-codes. We employ the whole model in a novel inter-cloud simulator called SimIC [17] that automates the entire algo-
rithmic process.

5.1. The algorithmic structure

To demonstrate the inter-cloud we detail two algorithms to demonstrate the MEO model. For each distribution, the meta-
broker follows the Algorithm I for requesting resource availability.

Algorithm I: Message-Exchanging of requester

Require: job_spec;: the job specification
job_list: the list of jobs formed during waiting
ack an acknowledgement message with the id of the responder
req_mbr the requester meta-broker
res_mbr the responder meta-broker from the meta-registry
interval, an interval value for the job formation
intervaly, an interval value for the message distribution

Methods: send(job_spec;, res_mbr, tag) the method to send information to responder meta-broker
get(ack) the method to get acknowledgement from responder
wait(interval,) the method to wait for responses
rank(res_mbr) the method to rank the inter-connected meta-broker
put_sel_list(res_mbr) the method to store selected responders into a list

1: wait(intervaly)

2: for all jobs € job_list

3: send(job_spec;, 0) to res_mbr

4: end for

5: while wait(intervalp)

6: get(ack, res_mbr)

7: rank(res_mbr)

8: sel_list(res_mbr)

9: end while

10: if (sel_list(0))
11: send(job_spec;, 1) to res_mbr
12: end if

Algorithm II represents the responder meta-broker that collects the requests by waiting for an interval and executes a
ranking function to classify requests.

Algorithm II: Message-Exchanging of responder

Require: job_spec;: the job specification
job_list: the list of jobs formed during waiting
ack an acknowledgement message with the id of the responder
req_mbr the requester meta-broker
res_mbr the responder meta-broker from the meta-registry
Interval. an interval value for waiting messages

Methods: send(job_spec;, res_mbr, tag) the method to send information to responder meta-broker
get(ack, req_mbr) the method to get acknowledgement from responder
wait(interval,) the method to wait for responses
rank(job_spec;) the method to rank the inter-connected meta-broker

(continued on next page)
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Fig. 5. The three centralized simulation cases include: (a) the AllToAll model, (b) the message-exchanging optimization model, (c) the message-exchanging
optimization model with compression.

(continued)

Algorithm II: Message-Exchanging of responder

. wait(intervalyp)

: while wait(interval.)
get(ack)

for all jobs € job_list
rank(job_spec;)
end for

: end while

. if(match — TRUE)
send(ack,req_mbr)
: else

10: terminate()

11: end if

LONDPDU RN

In Algorithm I, the meta-broker collects the jobs by waiting for an interval and creates a deferred queue. Then, for all the
jobs in the queue it sends a unique request and waits for a response during a second interval that is set with regards to the
experimental case. During that time it collects responses and executes a ranking function to select the best resource accord-
ing to the ranking criteria. Finally, the algorithm sends the classified jobs to the selected resources by attaching a tag to notify
the origin of the request. In Algorithm II, the ranking function decides whether the responder meta-broker could execute the
request or not. The algorithm generates a flag value that is set to true if the meta-broker can execute the job, thus a message
can be sent back to the requester. In any other case the flag is set to false and the algorithm terminates the job.

5.2. The simulation configuration

This section presents the description of the topologies that are utilized of this study. We have implemented various inter-
cloud simulation cases to compare the AllToAll and the MEO model. The comparison is mainly based on the fact that AllToAll
forms the default message exchanging policy for most of the distributed systems. Thus, the study uses the AlIToAll solution
as the benchmark for our comparison. We use SimlIC [17] to configure a diversity of inter-clouds in terms of datacentre hosts
and software policies where desired number of users could send single or multiple requests for computational power (cores,
CPU, memory, storage, bandwidth), software resources (measured empirically in clock cycles per instruction and millions of
instructions per second) and uptime of Virtual Machines (VMs) utilizations.

SimlIC includes a variety of entities that have been modelled to achieve a diversity of meta-computing inspired require-
ments. These include large-scale distribution of job requests among meta-brokers similar to distributed management sys-
tems (e.g. grids). Meta-brokers decide the sub-cloud to execute services and distribute messages based on MEO. In SimIC
the cloud (local-broker) is dynamically aware of the current computational capacity so it contacts the meta-broker. The for-
mer decides whether to execute jobs locally or to forward the request to other meta-broker. To demonstrate the effective-
ness of our approach we have implemented two topologies in SimIC as follows.

(a) Centralized topology: The single level message distribution depicts a centralized system (e.g. a sub-cloud of an inter-
cloud or a local resource management system-LRMS). In such case a collection of nodes (typically the sources) submits
jobs to the centralized component (e.g. a local-broker) that forwards requests to internal resources for resource avail-
ability. In this topology we integrate three cases to simulate the AllToAll approach, the MEO model and the MEO model
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Fig. 6. The three decentralized simulation cases include: (a) the AllToAll model, (b) the message-exchanging optimization model, (c) the message-
exchanging optimization with compression.
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Fig. 7. The experimental map in SimIC.

with file compression. The ranking criteria define the cost of communicating that is measured from the total delay. In
addition, we present the improvement factor of the MEO model when compared with the AllToAll approach. Fig. 5
shows the topology of the three cases the AllToAll, the MEO model and the MEO model with compression.

(b) Decentralized topology: The multi-level message distribution shows a decentralized system (e.g. an inter-cloud). Here,
the source submits jobs to a node (decentralized meta-broker) that forwards the request to inter-connected meta-bro-
kers. The latter redistribute the request to other meta-brokers, etc. We have configured a two level topology where we
have implemented the three cases as previously. For each of the cases we have implemented two sub-experiments
where we configure the resource availability to standard levels as follows. The first sub-case details that a request that
arrives in the execution level (third level) will have 50% resource availability. The second sub-case includes that the
resource availability (again at third level) will be 33%. In this way, we can demonstrate how the metrics are affected
when the system has a medium or low resource availability. Fig. 6 illustrates the topologies of the inter-cloud config-
uration that includes decentralized meta-broker communication [6] for MEO.

5.3. The experimental analysis

This section presents the experimental analysis for comparing the centralized and decentralized cases of Section 5.2. Fig. 7
demonstrates the experimental map that includes comparison of centralized and decentralized simulations.

Table 2 shows the centralized topology specification that characterizes the experimental case of a typical cloud. We de-
fine as job size the MIPS (Million of Instructions Per Second). We also delimit the compression rate for both experiments to
29%, and the compression delay is set to 1.8 ms and the decompression in 3.8 ms.

Table 3 shows the centralized topology specification that characterizes the experimental case of a typical cloud. We de-
fine as job size the MIPS. The availability is set to 0% for the second level resource, 50% (sub-case a) and 33% (sub-case b) for
all resources of the third level.

Fig. 8 demonstrates the energy consumption rates of the AllToAll approach and of the proposed MEO model for the cen-
tralized experiment. It is shown that for 100% availability the value of energy spent for the AllToAll approach is increased as
more users enter the system.

Fig. 8 shows the high-low lines that represent the optimized degree of MEO approach. This is because 10 messages are
transferred for each new user that submits 10 jobs. In contrast the number of messages is lower, so MEO indicates improved
rates with a low-increased trend line. Fig. 9 shows the total delay of the AllToAll and MEO model for both cases. It is apparent
that the increasing tendency of lines offer lower time delays for MEO as depicted in second y-axis (the scale for the MEO
model). In addition, the increasing rate of the MEO trend line is lower than the AllToAll approach.
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Table 2
The centralized use case specification.

Clouds Users Average delay  Number of jobs  Size of each message MIPS CPU CPI Bandwidth  Power (Watts)  Availability

3 1-5 10 ms 10 5 kb 100 2 3 512 kbps 300-500 100%
Table 3
The decentralized use case specification.
Clouds Users Average delay 1st-  Average delay Number Size of each MIPS CPU CPI Bandwidth Power Availability
2nd levels 3rd levels of jobs message (Watts)
7 1-10 10ms 30 ms 2 10 kb 1000 2 4 512 kbps 100 0%, 33%,
55%
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io 40,000 1200 ?
-
E 35,000 A0 S
T o et
B, 25000 . 0 E g
g § 20000 { o / 600 E.A
g 15,000 - w g 3
£ 100004 7=
g 5000 _ ol
= 0 0 ﬁ

Userl User2  User3  User4  User5
=g Total delay AllToAll - Total delay MEO

Fig. 9. Comparison of total delay times and polynomial trend lines for AllToAll and MEO.
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Fig. 10 illustrates the energy consumption rates for the MEO model file compression case. The same rates are selected for
the AllToAll experiments as well.

We compare non-compression against compression cases in a centralized system. We conclude that as the number of
users increases, the number of messages that contain compressed lists of job descriptions is optimized. The file size factor
(y-axis) describes how the list size (of collected job descriptions in KB) affects the energy consumption of the communication
channel in terms of available bandwidth. For the decentralized case, Fig. 11 demonstrates the MEO delay times in multilevel
job distributions. The high-low lines show that as the number of users increases (thus their job submissions, e.g. 2 per user)
the total delays for low resource availability (33%) has been optimized.

Based on these results, we conclude that MEO model optimizes its delay rates for low resource availability cases. This is
particular useful for large-scale dynamic systems where multiple users request job allocations. So as the allocation number
increases, MEO will offer low delays to remaining job submissions. Fig. 12 shows the comparison of the 50% and 33% resource
availability energy consumption improvement rates of MEO. Specifically, for the case of 50% availability, the polynomial
trend line decreases over the time however it remains in the range of 0.490 to 0.5. However, the second sub-case of 33%
availability shows increasing rates for high number of users, but remains under the 50% rate (lower than 0.251), so offers
improved results. It should be mentioned that this particular output is for the inter-cloud of 7 sub-clouds where 10 users
submit 2 services one after the other with a delay of 10 ms as illustrated in Fig. 6.
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At last, Fig. 13 illustrates the comparison of the value in kilobytes (KBs) that are transferred in the multilevel decentral-
ized inter-cloud.

Specifically, it is shown that the AllToAll approach includes the highest number of data transfers, while MEO with 33%
availability offers the lowest. In other words, in a busy inter-cloud the MEO model does not increase the transfer rates
and the load of the channel. To conclude, this section presented the experimental analysis of the MEO model in both cen-
tralized and decentralized topologies. By implementing our solution in an inter-cloud system, we have shown that MEO out-
performs the traditional AllToAll message exchanging in terms of energy efficiency rates (delay, power and size cost).

Further, we have focused on the decentralized topology and we have integrated two sub-cases where the inter-cloud of-
fers medium (50%) and low (33%) resource availability. The aim here is to demonstrate that the MEO model offers optimized
results in a highly demanding inter-cloud setting. That is to say that the comparison of the 50% and 33% resource availability
energy consumption rates shows improvement for the second case. At last, we detailed the comparison of the total kilobytes
transferred for the experimental case of AllToAll (33% and 50%), message-exchanging 50% and message-exchanging 33% re-
source availability. Results shows that the MEO does not add load to the communication channel.

6. Remarks and future work

This work proposes the MEO model in order to optimize the energy efficiency of communication in distributed systems.
The proposed solution forms a simple but significant approach in terms of both energy and performance efficiency. By not
receiving negative requests from remote entities we optimize fundamental metrics, e.g. total delays. Nevertheless, this im-
plies a variety of costs and concerns with regards to the size of messages, the definition of intervals, the topologies of the
system and the throughput of jobs. To answer these issues we presented a MEO model that optimizes a number of time-cen-
tric performance criteria as well as energy-aware measures (e.g. the energy consumption rates based on the uptime of
resources).

The actual approach includes a mathematical representation of a graph theory model. To demonstrate the MEO approach
in a real-case scenario we have implemented an inter-cloud simulation, where various services are submitted from users to
meta-brokers for extracting resource availability. The simulation experiments draw a number of considerations as follows.

(a) The diversity of message exchanging latencies shows increased performance in terms of energy consumption rates.

(b) The collective model (operating in synchronous standards) optimizes the number of messages performance (e.g. for
the configuration of the centralized experimental case the improvement factor is 3.5).

(c) The ranking procedure is considered as first come first served fashion, and for this case the energy consumption levels
are improved as well.

(d) Both experimental cases show high adaptive-ness to various workloads and topologies.

(e) The decentralization offers high dynamic-ness (e.g. for cases of low resource availability) by slightly affecting perfor-
mance due to meta-brokering message exchanging delays.

The future steps of this work include the exploration of different ranking techniques (based on job performance measures)
for achieving a further optimization of our approach. In addition, we aim to implement a Message Passing Interface system
for queuing host processors for information processing during run-time; thus achieving real-case solution. In addition dif-
ferent variations of VMs (number and configuration) could be included to demonstrate the heterogeneity of the system. With
regards to energy consumption, measurements required to be validated in various workloads as in [12] and a variety of
topologies for identifying supplementary optimization criteria. In terms of simulation we have utilized simple scheduling
algorithms thus a more advanced solution could further improve results with regards to resource allocation, and service exe-
cution processes. Finally, a further extension of will include the utilization of historical data in the form of past job submis-
sion to optimize our model.
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